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Time-Domain Simulations of the Nonlinear Maxwell
Equations Using Operator-Exponential Methods

Martin Pototschnig, Jens Niegemann, Lasha Tkeshelashvili, and Kurt Busch, Member

Abstract—In this paper, we propose a Krylov-subspace-based
operator-exponential method for time-domain simulations of the
Maxwell equations with general nonlinear polarizations. This in-
cludes (classical) x(?’- or x(3)- nonlinearities and/or nonlinear
coupled system dynamics. As an illustration, we compare the per-
formance of our approach to certain well-known methods for the
case of pulse self-steepening in a material with negative Kerr-non-
linearity. For this system, we also develop an appropriate analytical
reference solution. In addition, we demonstrate that our approach
allows to treat the complex nonlinear dynamics of various phys-
ical systems (classical and/or quantum) coupled to electromagnetic
fields.

Index Terms—Finite-difference time-domain (FDTD) methods,
numerical analysis, optical Kerr effect.

1. INTRODUCTION

OR complex optical and photonic systems [1], numerical

methods are of particular importance since only a very
limited number of (mostly 1-D) problems are amenable to
analytical or semi-analytical (variational, etc.) techniques.
Therefore, the development of efficient numerical approaches
lies at the heart of progress of photonics and is the subject of
intense research efforts in the engineering, theoretical physics,
and applied mathematics communities. Currently, the finite el-
ement method (FEM) [2] and the finite-difference time-domain
(FDTD) approach [3] represent the well-documented standards
for simulations of the Maxwell equations in frequency and
time domain, respectively, that are continuously improved and
refined.

The unavailability of the superposition principle mandates
that the Maxwell equations for materials with nonlinear re-
sponse properties have to be, in general, investigated within
the framework of a time-domain approach. Unfortunately, the
FDTD technique, which relies on finite-difference discretiza-
tions of the Maxwell equations on staggered grids [3], is only
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conditionally stable and great care has to be taken in order
to minimize detrimental effects originating from spurious
numerical dispersion. Nevertheless, the FDTD community has
developed a multitude of techniques for dealing with various
types of optical nonlinearities and we refer to [3] and [4] for
an overview. These approaches avoid certain simplifying as-
sumptions that lead to conventional approximations such as the
asymptotic and paraxial-propagation analyses within nonlinear
Schrodinger equation techniques [5] and the beam propagation
method [6]. However, relative to these latter methods and not
least owing to its limited time-stepping capabilities, nonlinear
FDTD is certainly very computationally intensive.

In order to improve the time-integration aspect, several
unconditionally stable methods based on operator exponentials
have recently been suggested for the linear Maxwell equations
[3], [7]. In particular, in [7], some of us have introduced a
general-purpose Krylov-subspace-based operator-exponential
technique and have compared this method to FDTD and other
operator-exponential-based schemes. For many practical ap-
plications, it is highly desirable to extend these schemes to
general nonlinear problems. First, many optical materials of
interest exhibit sizeable nonlinear response which very often
enters the Maxwell equations through (classical) nonlinear
polarization terms such as those described via second- and
third-order nonlinearities that are, respectively, described by
the third- and fourth-rank susceptibility tensors, x(2) and x .
Second, in many realistic cases—notably in strongly inter-
acting and/or scattering nanophotonic systems—the coupling
between electromagnetic waves and other physical systems
cannot be described by linear and/or nonlinear susceptibilities
that are obtained by “integrating out” the underlying materials’
degrees of freedom. The point is that the coupling terms in the
equations of motion of the combined system are nonlinear and
the dynamics of the subsystems have to be treated on an equal
footing in the form of coupled dynamical systems. In this work,
we illustrate our approach of solving the general nonlinear
Maxwell equations in the sense discussed above.

More precisely, in this paper, we extend the Krylov-sub-
space-based exponential integrators method of [7] to the
concrete example of an instantaneous Kerr nonlinearity. The
methods’ extension to second-order and/or dispersive classical
nonlinearities may be realized in a completely analogous
manner. Furthermore, we also comment on and provide an
outlook to the treatment of coupled systems dynamics. The
primary strategy is to solve the linear part of the resulting set of
differential equations with uncompromisingly high precision
and then to evaluate the nonlinear part by standard (high-order)
schemes. The excellent time-integration properties of the linear
Krylov-subspace-based exponential integrator guarantees an
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efficient treatment of highly oscillatory problems that often
occur when considering the propagation of optical pulses. We
would like to emphasize that—independent of the concrete
method that underlies the linear and nonlinear solvers—such a
strategy allows one to obtain realistic descriptions for the sys-
tems discussed above. For instance, in nonlinear wave-mixing
phenomena, the accurate treatment of the waves’ phases over
long time scales is of paramount importance. If, however, the
underlying linear solver is prone to numerical dispersion, the
design of corresponding experiments or the interpretation of
measurements become problematic.

This paper is organized as follows. In Section II, we introduce
the general framework of two fourth-order-in-time nonlinear in-
tegrators that employ the Krylov-subspace operator-exponential
approach of [7] as the associated linear solver. In Section III, we
then report on the results of our comparative performance and
accuracy analyses of these operator-exponential-based integra-
tors, a standard (second-order) FDTD approach and a fourth-
order Runge—Kutta integrator. In order to assess the accuracy
of all methods, we develop in the Appendix—to the best of
our knowledge for the first time—an analytic reference solution
for the case of the 1-D Maxwell equations in the presence of
Kerr-nonlinear materials. Finally, in Section IV, we summarize
our findings and provide an outlook for future developments.

II. EXPONENTIAL INTEGRATORS

We consider two distinct approaches to introduce exponen-
tials into integrators for an arbitrary system of coupled first-
order differential equations (SDE) such as that which emerges
when spatially discretizing the general nonlinear Maxwell equa-
tions. For an overview of several other related approaches, we
refer to [8].

The first method relies on certain (numerically feasible)
approximations of the SDE’s Jacobian, for instance, its entire
linear part. Then, the remaining nonlinear part of the SDE is
subjected to a standard integrator. We refer to this strategy
as the L-NL method. The other approach employs, at each
time step, the full Jacobian of the SDE and treats the residual
(and nonlinear) part with a standard integrator. Below, we
refer to this strategy as the J-R method. In both cases, the
governing SDE must be rearranged into the general form of a
Schrodinger-like equation

2\1/ HY + N (9, 1). (1)
ot

Here, U = W(¢) is the (generally very large) vector of unknown
functions that has to be obtained via the time stepping of (1)
from an initial condition ¥y = W(¢ty) at time ¢o. The operator
‘H represents that part of the SDE that should be stepped via
the (very accurate linear) exponential integrator and N (V) rep-
resents the (nonlinear) part that is stepped with a (sufficiently
accurate) standard method.

Although such a rearrangement of the underlying SDE might
not always be possible, it is certainly doable for the Maxwell
equations in almost all cases of interest. To be specific, we
will carry out our subsequent analysis for the case of spatially
structured, isotropic, and dispersionless Kerr-nonlinear mate-
rials. From this illustration, the treatment of other cases can
be inferred in a straightforward manner. In addition, we will
comment on the Maxwell-Bloch equations in Section IV.

In view of the above discussion, we write the time-dependent
Maxwell equations for a Kerr-nonlinear medium as

0 = o

D) = +V x (R 1)

0 =

afB( t) = =V x E(7t) )

together with the constitutive relations
B0 =0 (1) +xO0[E o[ ) B @)

B(7,t) = pop(7) H (7, 1). (4)

The system is characterized through its linear relative dielectric
permittivity €(7), its linear relative magnetic permeability u(7),
and its nonlinear Kerr susceptibility x(*) (7). We would like to
emphasize that the usage of (3) implies that the general consti-
tutive relation D(E ) has been approximated by a Taylor series
in the electric field [9]. In turn, this implies that the second
term on the right-hand side of (3) is significantly smaller than
the first term.

We now proceed to nondimensional field quantities via
rescaling the electric field E and the displacement field D by
the free-space permittivity ep. Similarly, we rescale the mag-
netic field H and the magnetic induction B by the free-space
permeability 0. This rescaling implies that the vacuum speed
of light is ¢ = 1. Upon introducing a spatial unit of length [
and measuring time in units of [/cg, we finally arrive at
%E@:Q@VXH@—H )

9 figy = - %v x B(t)

ot — Jmag- (6)

Here, in the interest of a compact notation, we have sup-
pressed—and will continue to do so for the remainder of this
paper—all explicit dependencies on the spatial argument 7.

In (5), we have introduced a matrix C(E) that relates the time
derivatives of the displacement field D and the electric field E
according to

0 = -

8tE =C(FE) atD. @)
In fact, although the relation between the electric field and the
displacement field (3) is isotropic, the corresponding relation
between the temporal derivatives is not. Starting form (3) in di-
mensionless quantities and differentiating with respect to time
yields 5

ot

where we have introduced the (3 x 3)-unit matrix 1 along with
the abbreviations e, = ¢ + x®|E|? and

S D(1) = [ewt + 2P A] %Ew @®)

E?  E\Ey EyEs
A= | EiE, E2 E»Bs |. )
E\E; E)E; E2

By inverting this relation, we obtain C(F) as

(62 + A B2 + 3 (x®)? |E7|4) 1-2x®@enA

(éa1)? (e n 3X<3>|E|2)

C(E) =

(10)
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as long as (en1)2(e + 3x® | E|2) # 0. This condition is fulfilled
for |3x(3)|E|?| < |e| and, therefore, applies to the case of a valid
description via the truncated Taylor series of E(E ) as discussed
above.

Furthermore, in (5) and (6), we have introduced losses via
the (spatially varying) currents jel = Ue1E" (t) and fmag =
crmagﬁ (t). The electric conductivity o, allows to incorporate
physical (ohmic) losses. Both the electric conductivity o and
the magnetic conductivity o, allow the realization of open
boundary conditions via (unphysical) perfectly matched layers
[3].

Upon introducing the supervector

0= ()

we can now realize a splitting of the SDE, (5) and (6), into linear
and nonlinear parts as required by the L-NL method

Y

H = ( R %VX) (12)
_WVX _0111ag
I R
N (W) = ((C(E)_ﬁ)vxmt)) (13)

A similar splitting of (5) and (6) that is consistent with the
J-R method is only notationally more involved. To do so, we
introduce the scalar e, 0 = € + x®)|E(to)|?, the vectors Ey =
E(ty), Hy = H(ty), and the matrix

aC | - [/ aC |, = -
o= (35 B 5B gp(B)) ¥ x Ao (4)

This matrix 7y consists of column vectors that are obtained by
multiplying the matrices dC/IE; (j = 1,2,3) with the vector
V x ﬁo. Here, we want to recall that all these quantities do
depend on the spatial coordinate 7. With these abbreviations, we
may, at any time ¢ that is required in the time-stepping, split (5)
and (6) into Jacobian and residual according to

H:< —0a+Ty C(Eg)Vx )

1
_FVX —Omag

N (D)= ( ~ToE(t)+(C (E(t)o) —C(Ey)) Vx A (1) ) 16

15)

The splitting of the Maxwell equations (5) and (6) into linear
and nonlinear parts (12) and (13) yields an operator H that is
independent of the electric and magnetic fields. In contrast, the
splitting into Jacobian and residual (15) and (16) results in an
operator H that has to be evaluated anew at every time step tg.

Direct calculation of dC/JE; yields

(7o) = Ly
J [(%1,0)2 (6 + 3x®) |E0|2)]

where the matrix o reads as

;i :2X(3)6n1,0Ej [(—63 — 7X<3)62|E0|2

15 (x@) Bl -0(x¥) 1Bl )1

+2x® €nt,0(6€n10 — 26)«4}

—2xPenro (enl,o)z(senl,o—ze)g—ﬂ : (18)

We now proceed to spatially discretize the entire system.
The simplest method would employ a standard Yee-grid [3],
but more sophisticated discretizations via appropriate finite
elements [2] or wavelets [10] are conceivable. Independent of
the nature of the actual spatial discretization procedure, we
generally obtain a very large vector ¥(¢) and, correspondingly,
very large but sparse linear and nonlinear operators H and N,
respectively.

A. Lawson Exponential Integrators

One particular class of exponential integrators consists of the
so-called Lawson exponential integrators [11]. They are often
referred to as integrating factor methods.

The central idea of these methods is to employ a new variable
A = e~ that transfers the SDE (1) into

0A
— = F(At) = e TN (et A).
ot
The primary advantage of this transformation is that the linear
part is completely eliminated. As a result, we can apply explicit

schemes such as the explicit Euler method to (19)

Altug1) = A(ty) + ALF (A(tn), 1)

19)

(20)

where we have introduced the (fixed) time step At :=t,,41 —t5,
between times ¢,,41 and ¢,,. Upon transforming back to the old
variables, we arrive at the so-called Lawson—Euler scheme

U(tnyr) = e AMU(t,) + Ate™ N (U(t,)) 1)

We would like to emphasize that, in principle, we could choose
the splitting between the linear and the nonlinear parts arbi-
trarily, i.e., either use the L-NL or the J-R method. However, for
actual implementations of most schemes based on the Lawson
transformation, the L-NL method is significantly more efficient
than the J-R method. For our subsequent analyses, we have im-
plemented a so-called Lawson4 scheme, which is based on the
classical fourth-order Runge—Kutta method

Yi =9(t,—1)

Y2=76 N(Y1,th_1)+e 2 Y
At '

Y3 = 7/\[ (Y27tn,%) + eAQH Y1

AtH

Y4 = Ate 2
_At
6

N (Y3,tn_%) + eAtHY1
W(t,) [N (Y1 1) + 265N (Yo, )

) +/\/'(Y4,tn)]

+2e TN (Yg, ¢t

2
Ay, (22)

Here, we have introduced t,,_(1/2) = t,—1 + At/2. In
order to guarantee that the entire Lawson4 integrator (22)
is fourth order in time, we evaluate the matrix exponen-
tials through Krylov-subspace techniques [7], [12]-[14]
with a Krylov-subspace dimension of 6. Since the operator
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exponential has to be applied to W(tn—1), N(Y1,tn-1),
N(Yz,tn_(1/2)), and N (Y3,t,_(1/2)). a total of four Krylov
subspaces are required for a single time step. However, the cal-
culation of exp(AtH/2)¥(t,—1) and exp(AtH)¥(t,_1) can
be performed in the same Krylov subspace by squaring
the transformed (small 6 X 6) matrix resulting from
exp(AtH/2)U(t,—1). In principle, this scheme could be
further optimized by evaluating the nonlinear terms within the
same Krylov subspace. Such an approximation might, however,
reduce the order of the method and further research needs to be
done.

Higher order schemes can be realized through appro-
priate higher order Runge—Kutta methods together with a
corresponding increase of the Krylov-subspace dimension.
However, this would significantly increase the memory usage
relative to standard second-order-in-time FDTD. Therefore, our
above choice represents a suitable compromise for applications
to many nanophotonic systems.

B. Rosenbrock—Wanner Exponential Integrators

Another class of exponential integrators is based on implicit
methods of Rosenbrock—Wanner type. These integrators are
generally less intuitive than the Lawson integrators but can offer
better performance characteristics. As an illustration of this
approach, we first consider the following initial value problem:

oy

5 =W (23)

y(0) = o
with an arbitrary function f(y) and apply the A-stable implicit
Euler scheme. As a result, we obtain

Yn+1 — Yn
Al = f(yn+1)'

(24)
In general, this set of equations is nonlinear and, therefore, it is
difficult to solve for the desired solution y,, 41 at time ¢,,41. The
central idea of all Rosenbrock—Wanner methods is to linearize
these equations according to

)
Ynt1 = Yn + Atf(yn) + At—f(yn)(yn+1 —Yn). (25)

dy

The resulting set of linear equations is easily solved by means of
standard methods. Moreover, the above procedure can be gen-
eralized to multistep methods

i—1

ki =prw (YALA) | f(ui)+AtAY vk |, i=1,...,s
j=1
1—1
Ui =Yn + Atz a;jk;
j=1
Unit =y + ALY bik; (26)

i=1

where s is the number of steps and a;;, b;, 7;;, and -y denote free
parameters. The matrix A = f’(y,) represents the Jacobian
resulting from the linearization and prw(A) = I/(I — A) is
the characteristic of the implicit Rosenbrock—Wanner methods.
We would like to notice that the above scheme reduces to

explicit Runge—Kutta methods if we—instead of the Rosen-
bruck—Wanner choice—were to use 7;; = 0 and replace rw
with prx = L

At this stage, exponential integrators may be employed to
solve the linear part exactly (or with sufficiently high accuracy)
instead of using the simple finite-difference approach in (24).
For instance, consider the linear case

o = )= Ayt e

with constant inhomogeneity b and matrix A. In this case, the
implicit Euler method gives

(I AtAYky = f(m)
U1 =Yn

Yn+1 =Yn + Atky (28)

where s = 1, k1 = (yYn+1—yn)/At, and by = 1.In contrast, the
exact solution of (27) can be found via the variation-of-constants
formula

trnt1

Yngl = Aty + eltnt1=DApq¢

t

— o+ Abp(ALA) f(y).

Here, ¢(A) := (e — I)/A denotes a function that is closely
related to the exponential function as seen from the corre-
sponding power series p(A) = Y"1, A*/(k + 1)!. In fact, the
Krylov-subspace technique for evaluating operator exponential
can easily be adapted to evaluate ¢(A). It is also interesting to
compare this ¢(A) with the prw (A) that originates from the
finite-difference discretization of the time derivative.

Based on the above reasoning, Hochbruck et al. [15] have
suggested the following fourth-order method

(29)

b= (3A04) 7
k2 = o(AtA) f(y,)
w3 = %(kl + kz)

uz =yn + Alws
d3 = f(u3) — f(yn) — AtAws

1
ks = <§AtA> ds

16
Ynt+1 =Yn + At (kz + 2—7/€3> . (30)
Here, we have defined the auxiliary vectors d; as
di = f(ui) = fyn) — AtAD " aijk;. (31)
j=1

We have implemented this scheme for use with our Krylov-sub-
space-based evaluation of the matrix function ¢(A) and will
subsequently refer to it as the Hochbruck4 scheme.

The Rosenbruck—Wanner techniques in general and the
Hochbruck4 scheme in particular rely on the exact Jacobian of
the SDE at each time step. If an approximate Jacobian would
be employed (such as is the case for the Lawson integrators),
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the method immediately loses all its attractive features and
becomes only first-order accurate. However, for a single time
step, the Hochbruck4 scheme requires only two Krylov sub-
spaces, since ¢((1/2)At A)f(y,) and @(At A)f(yn) can
both be computed in the same subspace. In addition, we can
reduce the computational effort even further by using a smaller
Krylov-subspace dimension to approximate ¢((1/2)At A)ds.
This approximation utilizes the fact that the norm of ds is much
smaller than the norm of f(y,) [15]. For the performance
comparison of various solvers in Section III, we have operated
the Hochbruck4 scheme with Krylov-subspace dimensions 6
and 3 for the evaluation of the first two (-functions and the
third ¢-function, respectively. In total, we find that although
the Hochbruck4 scheme leads to a substantial computational
overhead that stems from the evaluation of the exact Jacobian
at every time step, it does offer certain advantages that make
it very competitive as a high-order solver for the nonlinear
Maxwell equations (see Section III).

In the next section, we compare the performance of several in-
tegrators of the nonlinear Maxwell equations (2) for a uniform
1-D system with negative Kerr nonlinearity and Gaussian-pulse
initial conditions. For this system, we have developed an ana-
lytical reference solution of the full nonlinear Maxwell equa-
tions. The corresponding details and notations can be found in
the Appendix. This reference system features a self-steepening
behavior of the propagating pulse that eventually leads to the
formation of a shock where the wave breaks and the reference
solution is no longer valid. Therefore, the total simulation time
has been limited so as to avoid wave breaking to occur. Never-
theless, significant pulse deformations already set in well before
so that this system represents a serious test for any nonlinear
Maxwell solver.

III. PERFORMANCE OF THE INTEGRATORS

When investigating the performance of any Maxwell solver,
one has to bear in mind that a numerical solution has two gen-
eral aspects: the time stepping and the spatial discretization.
Within standard FDTD, the two are interrelated (leap-frogging
and Yee-grid), whereas in the case of operator-exponential time
integrators, the spatial discretization can, in principle, be chosen
independently. In this work, we analyze our time integrator for
nonlinear problems and, therefore, we chose the least problem-
atic spatial dimension. Furthermore, to the best of our knowl-
edge, analytic reference solution are only available for 1-D sys-
tems. Therefore, our restriction to 1-D problems will result in a
rather conservative comparison of our operator-exponential ap-
proach with the well-established FDTD method regarding both
efficiency and accuracy.

More precisely, in the Appendix, we have demonstrated that
for a uniform 1-D system with negative Kerr nonlinearity, well-
behaved initial condition E(0,z) € C'(R), and sufficiently
small times ¢ € [0, Tinax), the unique analytic solution to the
Maxwell equations (2) is

1 t
1+ 3x(3)E€’(t,z)2 VEW

H(t,z) = \Ef <w> E(t,x)

E(t,x)=FE |0,z —

where the function f(x) has been defined in (43) and (44). As
an initial condition, we use a rescaled Gaussian pulse F (0, z) =
Eoe_(“"_mo)z/zc’ (Eo = 1 and o = 5/+/2) centered at 2y = 25.
The values of the material parameters are ¢ = 1, p = 1, and
x®) = —0.08. This reference solution is determined up to ma-
chine precision within the time interval [0, 15] using a fix-point
iteration of (46).

Owing to the absence of system-inherent oscillations, this test
problem does not fully utilize the potential of our exponential
integrators. In fact, these exponential integrators are specifically
geared towards multiple time scale and/or inherently oscillatory
problems such as the Maxwell-Bloch equations [16] and many
other coupled systems. On the other hand, this choice of test
problem allows a fair comparison of several significantly dif-
ferent general purpose integrators of the Maxwell equations (2)
such as standard FDTD, classical fourth-order Runge—Kutta,
and the exponential integrators described in Section II. The
problem here is that for high-frequency wave propagation
FDTD quickly develops numerical dispersion when the time
step is too large. Similarly, Runge—Kutta integrators typically
do not fare well in oscillatory problems due to the (generally)
stiff nature of the corresponding SDE. Therefore, we may re-
gard the results below as a conservative estimate of the relative
merits of these methods.

For all integrators, we spatially discretize (2) on an interval
[0,100] using a (staggered) Yee-grid with 2001 and 2000 grid
points for the £- and H-field, respectively. Within our nondi-
mensional units [see discussion above, (5)], we can, for instance,
choose the total system length to be 1 mm. Then, the system is
discretized in steps of 500 nm and the total nondimensional sim-
ulation time 7" = 15 would correspond to a physical simulation
time of about 50 picoseconds.

The spatial derivatives are approximated through eighth-
order accurate stencils. However, we would like to note that the
same accuracy is already achieved with sixth-order accurate
stencils. In addition, for this particular problem, the actual
choice of boundary conditions does not have any influence on
the solution.

Finally, we define the relative error as ||E — Eyet||/|| Fretl|s
where || E|| = (3, E2)'? is the Buklidean-norm of the dis-
cretized vector of the electric field E = (En,. .., En) having
N discretization points.

In Fig. 1, we display the results of our performance com-
parison of the various integrators alluded to above on an AMD
Athlon64 3500+ processor. Instead of plotting the relative error
versus actual time step At, we plot the relative error as a func-
tion of the actual computation time required to obtain the result.
This takes into account that different integrators utilize different
time steps and each individual time step may be computation-
ally more or less involved so that only the total consumed cen-
tral processing unit (CPU) time is a fair measure of the perfor-
mance. In all cases, it has been carefully checked that the FDTD
results do not compromise numerical dispersion which—in con-
trast to the Krylov-subspace solvers—is already present in any
linear FDTD solver. The leveling off of the relative error for the
Lawson4, classical Runge—Kutta, and Hochbruck4 schemes just
above values around 101" is entirely due to the finite machine
precision.
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I ) ~m-FDTD (with Newton)
10‘2 L ! o =0~ Runge-Kutta (4th)
: ©' Lawson4
' —&—Hochbruck4
o -4 E
e 10 i n.
w
e
2 6
E 10 " f
)
o
10°}
-10
10 5 . *
107 10° 10’ 10° 10°

Computational Time [s]

Fig. 1. Performance characteristics of various integrators of the nonlinear
Maxwell equations for a uniform 1-D system with a (negative) Kerr nonlin-
earity. At time ¢ = 0, a Gaussian pulse is launched. As time progresses, this
system exhibits pulse steepening and, eventually, wave breaking occurs. The
corresponding set of nonlinear Maxwell equations is amenable to an analytic
solution, which serves as the reference for determining the relative errors. See
text for further details.

For the standard-FDTD method, we have to solve a cubic
equation for the electric field at each time step. This is done by
applying two Newton iteration steps. One step is insufficient be-
cause in this case FDTD exhibits only first-order convergence.
Conversely, more than two iteration steps only cost computa-
tional time without significantly improving the results. As ex-
pected, this standard FDTD solver exhibits a second-order be-
havior while the other solvers show a fourth-order character-
istic. Also, as expected for this problem, the overhead incurred
by the Lawson transformation leads to a better performance of
the classical Runge—Kutta solver relative to the Lawson4 solver.
Quite remarkably, the Hochbruck4 solver outperforms all other
solvers. Owing to the specific nature of the test problem, the su-
periority over the classical Runge—Kutta solver is not too sig-
nificant. As alluded to above, this may be quite different for
problems involving multiple time scales (see also the discus-
sion of the Maxwell-Bloch equations in Section IV). In con-
trast, the superiority of the Hochbruck4 solver over both, FDTD
and Lawson4 integrators is rather significant. More precisely, in
order to achieve the (machine-precision limited) minimal error,
the Hochbruck4 solver requires roughly 1% and 20% of the
CPU time of the standard FDTD solver and Lawson4 solver,
respectively.

IV. CONCLUSION AND OUTLOOK

In conclusion, we have extended the Krylov-subspace-based
exponential integrators method for linear problems [7] to the
case of the general nonlinear Maxwell equations. The central
idea of this approach is to solve the linear part of the SDE
with high precision so that the nonlinear part can be treated via
high-order standard methods. This feature is of particular im-
portance since it allows one to efficiently treat stiff and highly
oscillatory problems that are known to be difficult to handle by
means of many standard solvers. Together with the performance
comparison for a simple system with Kerr nonlinearity, this sug-
gests that our approach has significant advantages compared to

the FDTD method and the classical Runge—Kutta scheme. In
particular, we anticipate that besides problems involving clas-
sical Kerr nonlinearities, the exponential integrators described
in this paper will be particularly useful for the treatment of wave
mixing phenomena in materials with second-order nonlineari-
ties (x(?)-nonlinearities).

Moreover, our scheme is flexible enough to incorporate
various coupling effects of the electromagnetic fields with
other physical systems as well. For instance, the semi-classical
Maxwell-Bloch equations describe the radiation dynamics of
an ensemble of two-level atoms. If a collection of identical
atoms is located within a (compared to the cubic wavelength)
small volume centered around 7, the corresponding SDE reads
as

0 = 1 o
EE(TIt) = E(—F)V X H(’I"7t)
Na omd_;“ = 1 N
+ Et(?:.) <w21p2(7”07t) - 72/)1(7”0@)
0 5 1 -
gy L L
5 (7, 1) u(F)VX (7, 1),
0 p1(Fost) (Fost) — a7 )
atm 7o w21p2(To szl To,
0 . . 1 .
51)2(7”0 t) =wo1p1(70,t) — 7 p2(70,t)
g 2
2 e
+ 7 ( - B(7 = 07t)) p3(7o,t)
0 1
ap?’(ro t) = — T (p3(70,t) — po)
2 /5 S .0 o
== (- B =70.t)) poFo,t). (D)

Here, the density of atoms is denoted by n,t0p,. Furthermore,
d, and wo; denote the atom’s dipole matrix element (assumed
to be real-valued) and transition frequency, respectively. The
entries of the ensemble’s density matrix p are denoted by p; =
Re(p12), p2 = Im(p12), and p3 = pao — p11. Besides radiative
processes, the atomic inversion ps can decay via nonradiative
processes (modeled through the nonradiative lifetime 77) to its
equilibrium value py. Similarly, the ensemble’s in- and out-of-
phase polarization components p; and ps can decay on a time
scale 15 via dephasing processes.

In a strongly scattering photonic environment, the linear
dielectric permittivity e(7) and (less common) the magnetic
permeability p(7) describe strong multiple scattering pro-
cesses that can modify the propagation characteristics of the
emitted radiation. In turn, this can lead to feedback (also
called memory) effects where the atoms reabsorb and re-emit
radiation and the usual Born and Markov approximations break
down. This strongly non-Markovian behavior is encoded into
the Maxwell-Bloch equations (32) through the nonlinear terms
that couple the elements of the density matrix to the electric
field. The ensemble’s polarization terms then act as sources
in the Maxwell equations. For typical values of the atomic
transition frequency wo; and dipole moment d,., emission pro-
cesses are in the nanosecond range. In other words, at optical
frequencies, the inversion ps varies on significantly larger time
scales than the optical period. Therefore, the Maxwell-Bloch
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equations represent a typical problem of coupled-systems
dynamics where the capabilities of the exponential integrators
such as efficiency, excellent long time stability, and accuracy
that we have described in this paper are of relevance.

APPENDIX
A REFERENCE SOLUTION

In order to compare the efficiency of various integrators of
the Maxwell equations, a suitable reference solution is required.
For the present case of the nonlinear Maxwell equations, this
is not an easy task. There exist a number of analytical solu-
tions for certain nonlinear wave propagation problems (see, for
instance, [17]-[19]). However, these solutions are solutions to
equations, which themselves are approximations to the full non-
linear Maxwell equations. For instance, in [17] and [19], solu-
tions to the (modified) nonlinear Schrodinger equation are de-
veloped, whereas [18] describes solutions to the wave equation
in the presence of an intensity-dependent nonlinear refractive
index but wave mixing processes are ignored. Therefore, in this
appendix, we consider a simple 1-D problem, which lends itself
to an analytical solution of the full nonlinear Maxwell equations.
To the best of our knowledge, this analytical solution has not
been reported before. However, we want to note that—different
from our approach—this problem can also be treated using the
methods of characteristics [20].

In the absence of sources and free charges, the Maxwell equa-
tions for uniform, isotropic Kerr-nonlinear dielectric media (¢ >
1 and g > 1) in one dimension are

E = m&ﬂ (33)
OH = 20,E (34)
0.0 =0 (35)
9,8 =0. (36)

In these equations, the electric displacement D and the magnetic
induction B are defined as

D= (e + X<3>E2) E

B=uH 37

where x(® denotes the Kerr coefficient of the material. For the
purpose of obtaining an explicit reference solution with inter-
esting physical behavior, we will in the following treat the case
of a negative Kerr coefficient x(® < 0. Then, a pulse propa-
gating in a homogeneous medium will experience self-steeping
that eventually leads to the formation of a shock wave. In ad-
dition, we assume that the electromagnetic field evolves along
the z-axis and that electric £ = FE. and magnetic H = H,
fields are polarized along the z- and y-axis, respectively. Finally,
we want to note that, as described in Section I, we have chosen
rescaled units such that the speed of light is ¢y = 1 and the linear
material parameters € and p are dimensionless.

In order to facilitate a solution to (33)-(36), we make the
following Ansatz:

E =E(z,t)

H= \/>f<3x(3 xt)) B, 1)

with an analytic function f(z) that, by construction, fulfills (35)
and (36). With this Ansatz, we obtain from (33)

1
B = g O+ F 2 6y
and from (34)
Q)+ 1O OF = —=0. B (39)

In the above expressions, f’(¢) denotes the derivative of
the function f(£) with respect to its argument, and we have
abbreviated

_ 3y E2

€

(40)

A nontrivial solution to (38) and (39) exists only when (38) and
(39) are identical. This gives

[F(©) + 12" = (1 +¢) (41)
or, equivalently
F&) + £1(8)26 = /(1 +€). (42)

We observe that in the linear case (i.e., when £ = 0), we have
f(0) = +£1, corresponding to solutions that either travel to the
left (f(0) = +1) or to the right (f(0) = —1). Owing to the
symmetry of the problem, we concentrate below on the solution
of a (nonlinear) wave moving to the right-hand side and, accord-
ingly, choose f(0) = —1.

The differential equation (42) can be solved by utilizing a
power series Ansatz

= ané" (43)
n=0
where the coefficients a,, are
(2n — 3)!!
n = —1 ni, 0. d :_1
w=CV g >0 anda
(44)

Here, n!! denotes the product of all natural odd numbers & with
k < n (with the definition n!! = 1, for n < 0).

As aresult, we obtain a single partial differential equation for
the electric field E(z,t)

-1

1
/1+ :’,X(S)E2 VER

(45)
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This equation has the implicit solution

1 t
Exz,t)=F |z — 46
(@1 — ] @
where F(E) = F(E(z,t)) may be any function with a contin-

uous first derivative, i.e., F € CL.
In particular, for a Gaussian pulse with width o as an initial
condition, we obtain for F(E)

1 t
14 3X(3E)E2 VER

F = FEgexp “n

202

To analyze the conditions for the existence of a solution of the
implicit equation (46), we consider the Banach space R =
(R,| - |) at constant time ¢ and position . While the position
x may be an arbitrary real number, we will discuss below that
it is useful to further restrict the time ¢ to lie within a certain
interval ¢ € [0, Tiax]. Then, Banach’s fix-point theorem guar-
antees the existence of a solution of F'(E) = E [and, hence, of
(46)] if the condition

‘ OF(E) )

<0<1
8E‘_<

is fulfilled for a certain constant C' < 1. For the present situa-
tion of a negative Kerr coefficient x(3) < 0, the explicit form
of (46) for our reference solution suggests that during propa-
gation, a self-steepening of the pulse will occur that eventually
will lead to a “breaking” of the wave solution. This situation is
similar to the breaking of shallow-water waves at beaches. As a
consequence, the condition (48) can only be fulfilled for times
t < Tiax prior and up to the time 7}, at which the breaking
occurs.
Upon introducing the abbreviation

o= <x - t/\/eu (1+ 3X(3)E2/e)>

we have F(a) = Fgexp(—a?/20?), so that we may evaluate
the condition of the Banach’s fix-point theorem (48) for the
Gaussian initial condition (47) as

sup | ()] = max |F'(a)]

aER
Ey |Eo| 1
— (-0, = 2. @
< |E0|°’> o P\7z) @

For negative values of the Kerr coefficient x(®) < 0 and as long
as [3x E2/e| < 1, we have
_[3x@E, 3X(3)E0 e
€ \/ €

da (50)

max
\BI<|Fo| |OF

As a consequence, we obtain an estimate of the first derivative
F'(E) for the Gaussian-pulse initial condition as

exp (—%)

a

OF(E)| _ 3xCE2 ¢
oF | — € Ven
(51

For sufficiently small values of the time ¢, this expression is
smaller than one so that Banach’s fix-point theorem may be ap-
plied. This leads to a unique solution of F(E) = E for fixed ¢
and z.

It is now straightforward to employ the implicit function the-
orem in order to prove that the solution F(x, t) is a continuously
differentiable function such that E(z,t) € C*(R x [0, Trax))-
In fact, introducing G(E,z,t) = F(E,z,t) — E, it follows
that G € CY([—|Eo|,|Eo|]] X R X [0, Timax]). The estimate
from Banach’s fix-point theorem leads to 0G(F,z,t)/OE =

F(E)/OE —1 < 0, and for the electric field E that results
for fixed ¢ and x, we have G(F,z,t) = 0. Therefore, if we
now proceed to a numerical solution of (46), we are guaran-
teed that in a neighborhood of each point (E1 x1,t1), there ex-
ists a unique C(R X [0, Tnayx]) function E(z, t), which solves
G(E(z,t),z,t) = 0. Moreover, these (local) functions F(z, t)
exist for all values (z1,¢1) and the respective neighborhoods
overlap, so that, in fact, they represent one and the same func-
tion, the unique global solution E(z, t). Therefore, we have de-
termined the reference solution for our exponential integrators
of Section II.

In addition, we would like to note that the same calculations
regarding existence and uniqueness of solutions can also be car-
ried out for the case of () nonlinearities.

In Section III, we compare the performance of several integra-
tors of the nonlinear Maxwell equations (2) for a uniform 1-D
system (e = 1, p = 1, and X(S) = —0.08) with Gaussian-pulse
initial conditions (Ey = 1 and o = 5/+/2). For this system, we
have

’ OF (E)
oOF

<e 43 @2 ) -

€

024t V2
~ (1-0.24)3/2 5

exp(—0.5) < 0.0622t. (52)

As a result, Banach’s fix-point condition (48) is fulfilled for
times ¢ < 16 so that we can numerically determine a unique so-
lution of the implicit equation (46) from¢ = 0tot = Ty, = 16
and use this as a reference solution. In practice, we solve (46)
in the interval [0, 15] with a fix-point iteration scheme up to ma-
chine precision (see Section III).
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